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1. Introduction

Green Technology, one of the main areas of interest in chemistry in current days,
focuses on preserving the environment and minimizing negative anthropic impacts
on it. The reduction of the use of hazardous media and the maximization of the use
of non-hazardous ones, as well as the employment of new eco-friendly techniques
and the development of new green alternative solvents, is possibly the most active area
in the green chemistry context [1, 2].

Solvents are often responsible for major amounts of wastes in syntheses and
processes; on the other hand, they are almost indispensable, as they play key roles
in dissolution, mass and heat transfer, purification, separation, and other operations
[2, 3]. Therefore, developing environmentally friendly solvents as substitutes for non-
green-ones is simultaneously a major challenge and a prioritized target [2, 4, 5]. Coher-
ently with this, one of the main priorities of the EU environmental policy and legislation
for the 2010-50 period is to significantly reduce the use of volatile organic compounds,
or VOCs, (because these chemicals present volatility, flammability, and often also high
toxicity), and/or solvents of diverse origins, replacing them with greener ones and/or
ones of renewable origin, which simultaneously also fits economic and technological
goals [3, 6, 7].

Over decades, ionic liquids (ILs) have gained increasing attention from the scien-
tific community as alternative solvents [2, 8]. They can be formed through the asso-
ciation of a coordinating anion (e.g., a pyridinium or imidazolium halide) with a
complexing agent (e.g., an acid), inducing charge delocalization and promoting the
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decrease of the interaction with the positive ion [9, 10]. These compounds have been
reported in the literature since 1914 [11, 12]. However, ILs usually present low bio-
compatibility and biodegradability and, therefore, low sustainability [8]. Between
2002 and 2003, this scenario changed when Abbott and co-workers [13] introduced
the deep eutectic solvents (DES). Their paper reported a mixture containing solid cho-
line chloride and urea, both of which have high melting points when separated. These
mixtures form a eutectic system [13] (i.e., a system that usually melts at a much lower
temperature in comparison to the melting points of its starting components). The
supramolecular structure of a DES is kept together by a hydrogen bonding network
and/or van der Waals interactions. These interactions force the DES to remain liquid
in a wide range of temperatures. The ability to establish combinations of hydrogen
bond donor-acceptor interactions (HBD-HBA interactions) allows the tailoring of
the physical properties and of the chemical and/or phase behaviours of these com-
pounds, making them suitable for being employed as solvents [2, 14]. When the
starting materials are abundant in cellular media, as it is the case of sugars, amino
acids, organic acids, and choline derivatives, these solvents are termed natural deep
eutectic solvents (NADES) [2]. NADES have emerged in the last decade and, simi-
larly to DES, appear as valuable and promising green alternative media to widely
employed harmful solvents [2, 15].

Considering the potentialities of this relatively new class of solvents for the feasi-
bility of more sustainable chemical processes, this chapter provides detailed descrip-
tions of the properties of NADES from both an experimental and a theoretical point of
view. Examples of computational results from the study of selected NADES structures
are presented, showing that quantum chemical calculations can be a powerful tool to
improve the knowledge about the structure of these solvents and how their properties
can be better tailored for a wide range of applications in academic and industrial
contexts.

2. NADES: From discovery to current days

2.1 The discovery of NADES and their properties

The existence of NADES was first reported by Choi et al. [11]. Their pioneer work
emphasizes that these fluids are formed by the combination of highly bio-renewable
and bioavailable primary metabolites (e.g., organic acids, choline derivatives, sugars,
amino acids), being nature-engineered and an alternative medium to water and lipids
in the cells of some living organisms, including plants, mammalians, and microbes,
and playing a key role in biochemical and physiological functions [11]. On the basis
of relevant experimental evidence (e.g., the "H—'H-nuclear Overhauser enhancement
spectroscopy spectrum of a mixture formed by sucrose and malic acid, or tests that
proved the higher solubility of rutin in some synthetized choline chloride-based
NADES in comparison to water, or the enzymatic activity in NADES) or previous
literature data, the authors [11] postulated that the presence of NADES in cells would
be responsible for several biological processes, such as biosynthesis and storage of
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macromolecules and/or water-insoluble metabolites, mostly in aqueous intracellular
medium, as well as enzymatic activity and stability, germination, and defence or sur-
vival of some organisms in extreme conditions like excessive cold or drought [11].
Some of these postulates have been confirmed experimentally [1, 16-18]; thus,
NADES are promising both within cellular biochemistry studies, where they can
enable better understanding of certain biological mechanisms or pathways, and for
their applications as green solvents [9].

In fact, NADES show desirable properties as solvents: adjustable viscosity, negli-
gible volatility, higher capacity to dissolve several less polar compounds in compar-
ison to conventional solvents, the ability to remain in the liquid phase at temperatures
below 0 °C, reduced or null toxicity, biocompatibility, and low cost [1, 2, 6, 11, 19,
20]. Therefore, they can be viewed as a promising sustainable alternative.

A basic search performed on March 30, 2020, on ISI Web of Science (Clarivate
Analytics) with the keywords ‘natural deep eutectic solvents’ returned 458 results.
The database revealed more frequent publication of scientific documents regarding
NADES in the 201819 period. The scientific production responding to this term per-
tains mostly to chemistry (multidisciplinary), chemical engineering, analytical chem-
istry, and food, science and technology; the countries with greater publication rates on
this topic were China (25.55%), Spain (6.99%), the United States (6.77%), and India
(ca. 5.9%). However, mixtures that can be classified as NADES often appear in liter-
ature with alternative denominations (keywords), which can hinder the popularization
of the term in the scientific community, and its standardization (which would, for
example, be convenient for bibliographic searches in specific databases), thus also
hampering the applications of NADES, the overall knowledge about their advantages
and, therefore, their consolidation as green solvents.

2.2 The consolidation of the ‘NADES’ term in the literature

Since these smart solvents represent a growing and relatively new research topic and
their definition still remain a novelty, confusing or non-consistent information about
them may be found in the literature, and this phenomenon is recognized by some
authors [2, 9]. Different terms such as ionic liquids (IL), deep eutectic solvents
(DES), and low-transition temperature mixtures (LTTMs) happen to be used indis-
criminately (and sometimes incorrectly) to refer to NADES, most probably because
all these types of solvents can share a theoretical common mechanism of formation
(e.g., being formed by the combination of primary components) and similar physico-
chemical properties (e.g., low transition temperature, negligible or no volatility, and
low vapour pressure) [9]. This confusion may be partially understandable since the
NADES term is newer than the IL and DES ones: ILs and DES were introduced in
the literature in 1914 [11, 12] and 2002/2003 [13], respectively. Also, there is a rela-
tionship between scientometric factors such as impact factor, number of citations of a
given manuscript, or the career of the authors of the pioneer work on a particular sol-
vent in the scientific literature, and the consolidation of the term among the scientific
community.
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Until 2011, only the IL and DES terms were available for denoting and classifying
NADES, and in various works in the literature, both before and after 2011, they have
been denoted with these alternative names [9, 14, 21, 22]. In view of some of their
properties, they could actually fit in one or more of these alternative classes; further-
more, delimitating the boundaries among some of these classes of solvents is not
always a trivial or even feasible task (e.g., for DES and NADES), and common prop-
erties among them lead some authors to classify IL, DES, and NADES as subfamilies
of LTTMs. However, this confusion may become problematic in certain contexts, as
some properties relevant to the possible applications of these solvents are distinct;
examples are the reactivity, cost, and sustainable character of ILs in comparison to
(NA)DES [8, 9].

2.3 Syntheses and main applications of NADES

According to Dai and co-workers [1], Espino and co-workers [2], and Gomez and
co-workers [23], there are four methods for preparing NADES from the relevant
starting compounds, employing distinct types of irradiation, agitation and/or physical
phenomena to obtain a homogeneous solution: heating and stirring, evaporating,
freeze-drying, and microwave preparation. The physicochemical properties of the pre-
pared NADES are functions of their viscosity, conductivity, density, and polarity. The
(NA)DES composition flexibility has made these mixtures a promising tool in many
areas and for many applications, including electrochemistry [24], nanotechnology
[25], and pharmacology [26].

One of the main applications of these mixtures is as green extraction media [19,
20]. Although this greenness can be questionable if the NADES-mediated extraction
is followed by time- and energy-consuming or hazardous purification steps, extensive
compounds’ isolation or extractives’ analysis [27], the literature presents at least one
article in which NADES are employed as green extraction media and the analysis of
the NADES-extracted compounds by liquid chromatography also employs green sol-
vents as mobile phases [28]. In summary, NADES components can be prepared to be
target-specific in many applications [29].

3. Theoretical studies applied to (NA)DES: How
computational simulations can be useful to elucidate their
potentialities

3.1 Roles and potentialities of computational studies

In recent years, many experimental and computer simulation studies have been carried
out to understand the structure of NADES at the submicroscopic level and also with
the objective of comprehending the intermolecular interactions responsible for their
formation [30]. This section highlights how these studies can contribute to the consol-
idation of these solvents as objects of interest in the academia and industry.
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Singh and Singh [31] studied the phase diagram of the simple eutectic mixture of
o-nitroaniline and a-naphtol. Results from the thermodynamic functions and the linear
velocity of solidification demonstrated that the eutectic mixture is a non-ideal one. Ab
initio computational simulations via electronic structure methods showed that the
mixture is organized by stacking and side-by-side interactions and by the possibility
of the formation of strong hydrogen bonds [31]. Similar study-perspectives can be
explored or extrapolated for research involving (NA)DES.

Pisano and co-workers [29] performed a theoretical and experimental study on
NADES formed by lactic acid-glucose, citric acid-fructose, and citric acid-glucose.
The intermolecular interactions between the NADES components of the mixture were
confirmed by the presence of multiple nuclear Overhauser effects (NOE) upon anal-
ysis of the "H NMR spectra, and after dilutions, the spatial proximity between the
hydrogen atoms of the different NADES constituents were confirmed. Following
the experimental results, a simplified computer simulation model of the same NADES
reproduced the spatial proximity between the components of the mixture and lead to
the understanding of the intermolecular interactions by revealing two complementary
hydrogen bonds between the NADES components [29].

By employing the COSMO-RS methodology [32], Jelinski and co-workers [26]
identified possible NADES having the ability to strongly solvate the rutin molecule,
which makes it possible to screen for the most effective mixture to solvate rutin. This
approach made use of the observed linear relationships between the data obtained
experimentally and the activity coefficients values computed in the infinite dilution
approximation. This strategy can be applied to model many multi-components sys-
tems, including NADES that have not yet been studied experimentally. The highest
solubility of rutin was obtained using carboxylic acids whose chain contains two
methylene groups and two amino groups, with the latter promoting enhanced acidity
of the carboxylic acid. This leads to the dissociation of the amino acid component or to
the formation of strongly basic centres on the carboxylic acid chain, thus promoting
direct intermolecular interactions with the rutin molecule.

The rationalization of the melting temperature of NADES from density functional
theory (DFT) results was presented by Garcia and co-workers [30], in combination
with a topological analysis of the electronic density at the molecular level. The results
showed a direct relationship between the melting temperature and the hydrogen bond
network of NADES. They also showed that low electronic density at the cage critical
points leads to low melting points. Thus, they showed that DFT computer simulation is
a very useful approach for the rationalization and prediction of the macroscopic prop-
erties of NADES.

The atoms in molecules (AIM) methodology [33] has demonstrated its applicabil-
ity in the determination of intermolecular interactions. According to this theory, there
are four types of critical points suitable to the study of NADES: atomic critical points
(ACP), bond critical points (BCP), ring critical points (RCP), and cage critical points
(CCP). The analysis of the CCP allows studying the hydrogen bond networks as a
whole, without the need to analyse each hydrogen bond individually. These features
of AIM make it very suitable for the study of NADES systems that contain a large
number of molecules and hydrogen bonds connections among them.
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However, although studies as the aforementioned ones exist, the literature still
lacks more research that use computer simulations simultaneously coupled with
experimental investigation to more thoroughly explain some properties of NADES
directly related to their applications. For example, regarding their high ability to dis-
solve biological macromolecules—the property which prompts their major applica-
tion as greener extraction media—some studies investigate it only from a
computational and theoretical perspective, others only from an experimental one;
the latter simply hypothesize that the high solubility of some compounds—including
macromolecules—is related to more effective interactions between these compounds
and the supramolecular network of NADES, without any computer simulation to cor-
roborate these affirmations. Coupling computer simulations and experimental studies
offers the possibility to more accurately investigate both the NADES structure and the
processes that they can mediate, thus opening global perspectives for vast applications
of these emerging solvents in academic and industry contexts, which can include a
more coherent use for green (analytical) chemistry applications. Furthermore, a better
understanding of their structure is useful for the standardization of the use of the
‘NADES’ term in the literature, preventing misdefinitions or incorrect classifications.

The next section presents an example aimed at highlighting the perspectives of the
application of coupled theoretical and experimental studies to better understand the
potentialities of NADES as green and efficient solvents. The example uses a quantum
chemical approach, with the density functional theory (DFT) level, to unravel the
structure of NADES composed of the glucose sugar and the proline amino acid.

3.2 Structural study of selected NADES employing computational
methodologies coupled with experimental results

It is already known, and it is increasingly more evident, that the synergy between the-
ory and experiment is an essential condition for scientific development. In particular,
quantum mechanical computational simulations can provide invaluable support for
experimental data. Most theoretical methods render promising results, including
the consideration of correlation energy and the addition of the self-consistent effect
of a polarizable continuum medium (SCRF) mimicking the solvent of interest. There-
fore, experimental research and complementary theoretical studies can lead to a deep
understanding of the molecular level of chemical events.

In the example considered here, the molecular modelling of the NADES system
initiated with the search for the most stable geometries of glucose and proline in
the gas phase and, subsequently, in the presence of water solvent. The most stable con-
formations were optimized using the B3LYP [34] exchange correlation functional
coupled with the all-electron 6-31 + G(d,p) basis set. This choice is reasonable for
a first-order approach to a theoretical exploration of NADES. All the calculations
were performed using the Gaussian 16 software [35].

It is important to emphasize that better practices in DFT simulations require the
selection of an exchange-correlation functional, and it is well-known that lots of func-
tionals have already been developed. Some of them can describe only the structural or
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the electronic parameters with accuracy, but not always at the same time, which may
lead to inaccurate evaluation of certain properties. An example is the case of the gen-
eralized approximation (GGA) and local density approximation (LDA), which, like
some other functionals, generally overestimate the energy difference between the
highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO). Therefore, the choice of the functional has a fundamental role for
a realistic description of the properties of organic and inorganic molecular systems
in DFT simulations.

The molecules’ vibrational harmonic frequencies were calculated on the optimized
geometries to confirm their minimum-energy nature. The self-consistent reaction field
method (SCRF) was employed to simulate the solvent effects. In the SCRF model, a
molecule in solution is enveloped in a cavity surrounded by a continuum with a dielec-
tric constant (e) to simulate the medium. In this study, the aqueous medium (e = 78.4)
was selected.

The non-covalent interactions (NCI) analysis [36] was performed using the
NCIPLOT [37] software. In this analysis, the electron densities and reduced density
gradients are investigated for density critical points that are absent when there is no
interaction. The sign of the electron density Hessian eigenvalue (4) is used to differ-
entiate the types of interactions. For strong attractive interactions, as hydrogen bonds,
A is negative, and for repulsive interactions 4 is positive. For weak attractive interac-
tions, 4 is close to zero.

Figs. 1 and 2 show the most stable conformers of the glucose and proline mole-
cules; Fig. 3 shows their molecular surfaces with the charge distributions, and the
dipole moment vectors, whose magnitudes are 4.11 and 1.82 Debye, respectively.

Table 1 reports the Mulliken charges on the atoms of the glucose and proline
molecules. The negative charges are located on the C3, C5, O11, 012, O14, O16,
018, C20, and 023 atoms for glucose and on the N1, C2, C6, C7, 014, and O16 atoms
for proline. On the other hand, the positive charges with a value greater than 0.30 a.u.
are located on the C1, C2, H13, H15, H17, H19, and H24 atoms of glucose and the C9,
H17 atoms of proline.

The analysis of the Mulliken charges on the atoms of glucose and proline suggests
that the atoms of the COOH group of proline and the atoms of the OH groups on

Fig. 1 Most stable conformer and
atom numbering of glucose. The
conformer has the chair
conformation.
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Fig. 2 Most stable conformer and atom numbering of proline.

s |
¥ =
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Fig. 3 Molecular surface, charge distribution and dipole moment vector of the lowest energy
conformer of glucose (A) and of proline (B).

Table 1 Mulliken charges (a.u.) on the atoms of glucose and
proline. DFT/B3LYP/6-31 + G(d,p) results.

Glucose Proline
Charge on the Charge on the

Atom atom (a.u.) Atom atom (a.u.)

C1 0.27 N1 -0.34

C2 0.30 C2 -0.17

C3 —-0.22 C3 -0.34

Cc4 0.06 H4 0.13

C5 -0.03 H5 0.14

H6 0.13 C6 -0.30

H7 0.17 Cc7 —0.09

H8 0.16 HS8 0.16

HO9 0.14 C9 0.42

H10 0.15 H10 0.14
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Table 1 Continued

Glucose Proline
Charge on the Charge on the
Atom atom (a.u.) Atom atom (a.u.)
011 —0.32 Hl11 0.16
012 —0.53 H12 0.15
H13 0.36 H13 0.16
014 —0.49 014 —0.47
H15 0.36 H15 0.29
016 —0.56 016 —0.42
H17 0.37 H17 0.37
018 —0.55
H19 0.37
C20 —-0.20
H21 0.15
H22 0.14
023 —0.59
H24 0.37

glucose are the most suitable for the formation of intermolecular hydrogen bonds
(H-bonds) between the two molecules. Corresponding complexes were considered,
investigating the characteristics of their hydrogen bonds, as well as their dipole
moment, their molecular surface and charge distribution, and the interaction energies
between the constituting molecules, in order to obtain more information about the
most probable structural arrangements of glucose-proline NADES and about their
properties. The interaction energy among the molecules forming a complex was eval-
uated, at the same level of theory and basis sets, through a counterpoise calculation
incorporating the correction to the basis set superposition error [38].

The simulation was initially performed with 1:1 stoichiometry of glucose and pro-
line, with the aim of identifying the most stable 1:1 complexes that the two molecules
can form. Fig. 4 shows the models of the five optimized systems obtained, along with
their molecular surfaces and charge distribution, and their dipole moment vectors. The
systems are denoted by acronyms of the GPn type, where G denotes the glucose mol-
ecule, P denotes the proline molecule, and n indicates the position in the glucose mol-
ecule to which the proline molecule is attached, according to the scheme shown in Fig.
5; when the proline molecule H-bonds to two consecutive positions of the glucose
molecule, their two numbers appear in place of n. Table 2 reports the length and
the angle of the H-bonds between the two molecules, the dipole moments of the com-
plexes, and the interaction energies between the two molecules. In the following anal-
ysis, as well as in the tables, the H-bonds are denoted utilizing the atom numbering of
glucose shown in Fig. | and the atom numbering of proline shown in Fig. 2, for the
sake of clarity, with the indication of the molecule in parentheses.
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Fig. 4 Optimized geometries of the modeled complexes of glucose and proline with 1:1
stoichiometry.

4

Fig. 5 Numbering of the possible positions in the glucose molecule to which the proline
molecule can attach via hydrogen bonds, utilized in the acronyms denoting their complexes.
Number 1 represents the OH of the -CH,OH group, and the other positions represent the other
OH groups. The O heteroatom is not numbered.

Two H-bonds are formed between the two molecules in all the calculated com-
plexes, respectively, with H17 of proline as donor and with O14 of proline as acceptor.
In GP1 and GP2, the proline molecule attaches to only one OH group of the glucose
molecule, whereas in GP23, GP34, and GP45, it attaches to two consecutive OH
groups. The two H-bonds close a six-member ring in the former case and a nine-
member ring in the latter case. The lengths and the bond angles of the two
H-bonds in the same complex are significantly different, with shorter length and
greater linearity pertaining to the H-bonds in which H17(P) is the donor, except for
GP34.

The magnitude of the interaction energy between the two molecules is considerably
greater when the proline molecule attaches to two different OHs of the glucose mol-
ecule. This suggests non-negligible influence by geometry factors, or forms of inter-
action related to them, because the lengths of the two H-bonds in the two cases do not
differ sufficiently to account for the large interaction-energy difference the interaction
energy averaging 8.94 kcal/mol when proline attaches to only one site of glucose and
14.15 kcal/mol when it attaches to two sites.
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Table 2 Length and angle of the hydrogen bonds, dipole moment, and complexation energy
for the modelled complexes of glucose (G) and proline (P) with 1:1 stoichiometry.

Length of hydrogen bond
Hydrogen Dipole Complexation energy
bond Length Angle moment (corrected for BSSE)
Model considered A) ©) (Debye) (kcal/mol)
GP1 H17 (P)--- 1.764 158.76 2.71 —9.51
023 (G) 2.031 132.19
H24 (G)---
014 (P)
GP2 H17 (P)--- 1.793 158.76 1.48 —8.37
012 (G) 2.107 127.06
H13 (G)---
014 (P)
GP23 H17 (P)--- 1.773 166.20 2.77 —14.58
014 (G) 1.964 155.65
H13 (G)---
014 (P)
GP34 H15 (G)--- 1.626 159.37 4.08 —14.62
014 (P) 2.553 124.07
H17 (P)---
016 (G)
GP45 H17 (G)--- 1.789 159.19 3.99 —13.24
014 (P) 2.390 137.03
H17 (P)---
018 (G)

The hydrogen bonds are denoted utilizing the atom numbering of glucose shown in Fig. | and the atom numbering of
proline shown in Fig. 2; the molecule to which each atom belongs is indicated in parentheses.

The dipole moment changes with the sites of glucose to which proline is attached; it
largely depends on the mutual orientations of all the OH groups in the complex.

The next step of the simulation considered two models in which two proline mol-
ecules interact with one glucose molecule (1:2 stoichiometry), as a first hypothesis for
the formation of a network of H-bonds among the molecules present in the NADES
mixture. The models are denoted as GP1P2 and GP1P34, where each P indicates one
proline molecule and the numbers following them indicate the positions of the glucose
molecule (Fig. 5) to which the given proline molecule is attached. Their optimized
structures are presented in Figs. 6 and 7, respectively; Table 3 reports the lengths
of their hydrogen bonds and their interaction energies.

In both complexes, there are two H-bonds between the glucose molecule and each
of the proline molecules, with patterns analogous to those appearing in the 1:1 com-
plexes. Table 4 compares the lengths of corresponding hydrogen bonds in 1:1 and 1:2
complexes. Comparison of the lengths in GP1P2 with those in GP1 and GP2 shows
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5

Fig. 6 Optimized geometry of the GP1P2 model (stoichiometry 1:2).

“aiy

Fig. 7 Optimized geometry of the GP1P34 model (stoichiometry 1:2).

Table 3 Lengths and angles of the hydrogen bond and complexation energy of the optimized
geometries of the GP1P2 and GP1P34 models (1:2 stoichiometry).

Parameters of hydrogen bond
Complexation energy

Hydrogen bond Length Angle (corrected for BSSE)
Model considered (A) ©) (kcal/mol)
GP1P2 H17 (P1)---023 (G) 1.764 158.76 —17.87

H24 (G)---014 (P1) 2.031 132.19

H17 (P2)---012 (G) 1.793 158.77

H13 (G)---014 (P2) 2.107 127.06
GP1P34 H17 (P1)---023 (G) 1.759 159.17 —24.05

H24 (G)---014 (P1) 2.042 131.61

H17 (P34)---016 (G) 1.738 167.19

H13 (G)---014 (P34) 1.767 177.80
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Table 4 Comparison of the length of corresponding hydrogen bonds in 1:1 and 1:2 complexes
of glucose and proline.

Length of hydrogen Length of hydrogen
bond (A) bond (A)

Hydrogen Hydrogen
bond In In GP1 bond In In GP1
considered GP1P2 or GP2 considered GP1P34 or GP34
H17 (P1)---023 2.031 1.764 H17 (P1)---023 1.759 1.764
(©)] (©)]
H24 (G)---O14 1.764 2.031 H24 (G)---O14 2.042 2.031
(P1) (P1)
H17 (P2)---012 1.793 1.793 H17 (P34)--- 1.738 1.735
(G) 016 (G)
H13 (G)---014 2.107 2.107 H15 (G)---O14 1.767 1.767
(P2) (P34)

corresponding values, with a reversal of the lengths when the donor pertains to proline
and when it pertains to glucose for P1. Comparison of the lengths in GP1P34 with
those in GP1 and GP34 shows a reversal of the longer lengths for P1, and much closer
lengths for the second proline in GP1P34 than in GP34.

The complexation energy of GP1P2 and GP1P34 are practically equal to the sum of
the interaction energies of the corresponding 1:1 complexes (which would be
—17.88 kcal/mol for GP1 and GP2, and —24.13 kcal/mol for GP1 and GP34).
Although more verifications are advisable, this suggests the possibility of predicting
the interaction energies of complexes with higher stoichiometry from the interaction
energies of corresponding 1:1 complexes, as long as the proline molecules are not
mutually interacting in the higher stoichiometry complex.

The dipole moment depends on the positions to which the proline molecules are
attached to the glucose molecule. The dipole moment of the GP1P34 model (4.838
Debye) is double the dipole moment of the GP1P2 model (2.413 Debye); this differ-
ence can be ascribed to the different symmetries of the two models and to the fact that,
in GP1P34, the proline molecules are basically on opposite sides with respect to the
glucose molecule.

To gain a better understanding of the nature of the chemical bonds in the models, a
non-covalent interactions (NCI) analysis was performed on the optimized models.
NCI calculates the nature and location of the non-covalent interactions between
molecules. The results are shown in Fig. 8.

The interactions corresponding to H-bonds appear clearly indicated for all the
H-bonds identified in Fig. 4 and Table 2. The van der Waals interactions appear more
evidently at the centre of the larger nine membered rings of GP23, GP34, and GP45.
Repulsive interactions appear at the centre of the six membered rings in GP1 and GP2.
This is consistent with the greater magnitude of the glucose-proline interaction energy
in GP23, GP34, and GP45 with respect to GP1 and GP2 (Table 2).
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Fig. 8 Non-covalent interactions (NCI) analysis for the calculated models with 1:1 glucose and
proline stoichiometry. The dark grey regions represent hydrogen bonds, the light grey regions
represent van der Waals interactions, and the mid grey regions represent repulsive interactions.

4. Conclusions

The previous sections presented an overview of the discovery, nature, consolidation in
literature, and applications of NADES as greener alternative media in comparison to
traditional solvents. They delineated perspectives regarding computational studies of
NADES, which, coupled with experimental evidence, can help this new class of sol-
vents to be viewed with reliability and credibility by the scientific community and the
industry.

A computational study of glucose-proline NADES was also presented as an exam-
ple. In this example, the computational simulations demonstrated the possibility of
H-bonds between the hydrogen and oxygen atoms of glucose and proline, indicating
the possibility of an H-bond network linking several glucose and proline molecules.
This network may lead to unique spatial heterogeneity at the molecular level and may
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play a significant role in supporting chemical processes occurring within that NADES
(used as a solvent) or mediated by it. More studies are necessary to unravel other
aspects of the formation of glucose-proline NADES, such as the thermodynamics
of the process.

The physicochemical properties determined by means of computational studies
allow the researcher to estimate the interactions of a given NADES with future
target-molecules (i.e., analytes of interest, such as bioactive metabolites or others
depending on the goals of the research) and to predict solubility for several applica-
tions, such as catalysis, extractions, mobile phase modifier for chromatography, and
others. The combination of computational and experimental investigations provides
researchers with more knowledge about the structure and nature of these solvents,
which fully relate to the purposes of green analytical chemistry and the demands
of the contemporary world.
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